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The article considers the Monte Carlo method as one of the possible techniques for calculating the error of a measuring
system, which consists of several elements, each of which measures some quantity with its own independent error. Due
to its features, the method can be extended to modeling any process affected by random variables. The simplicity of
application and the calculation algorithm makes it possible to easily calculate the total error of the system and the
probability of its occurrence, while avoiding inflated and unlikely values. The article substantiates the application of
the Monte Carlo method for calculating the error of the measuring system, reveals the nature of the distribution of
errors, and calculates the value of the error depending on the probability of its occurrence. It is shown that with
probability of 0.95 the total error of the system can be taken to be 3 times smaller than the maximum possible error.
References 8, figures 2, table 1.
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Introduction. Monte Carlo methods are used to solve many problems by modeling random
processes. The theoretical base of such methods was developed long ago, and mathematicians J. von
Neumann and S. Ulam [1] are considered the founders of the method. Since the basis of the method is the
generation of random values with a given distribution (which is a rather difficult task), the method became
widespread only after the appearance of electronic computers.

Features of the method: 1) simple structure of the calculation algorithm; 2) the calculation error is

proportional to ~D/ N , where D is the some constant that has the value of the root mean square deviation;

N is the number of tests.

That is, it is problematic to obtain a high accuracy of calculation by this method, but where there are
random values, and the accuracy of the result of (2-5)% is satisfactory, and therefore the method can be
successfully applied [2, 3].

The general structure of the calculation is as follows:

* a computer code is compiled to calculate one random event, the distribution of which depends on
the type of specific problem, namely, uniform distribution, distribution subject to the normal law, etc.
Usually it is desirable to use standard codes that are already built into most software products, for example
MAPLE. Note that an open access software product MAPLE is currently one of the most powerful intelligent
computer algebra systems. The computational core of this system is used in another well-known system such
as MATLAB. Both systems have been repeatedly tested and validated over the years, the reliability of their
components, including the random number generator, is confirmed by long-term experience of use;

» then the test is repeated N times, and each individual event is independent of other events (the final
number of events NV is set based on the error calculated later);

* test results are combined and averaged.

That is why the Monte Carlo method is sometimes called a statistical testing method.

The range of problems that can be solved by Monte Carlo methods is quite wide because this method
allows modeling any process that is affected by random variables and not only that.

These are: 1) tasks of mass service, when a stream of information, distributed with a given probability
density, enters the channels of its processing; 2) tasks for calculating the quality and reliability of products; 3)
calculations of the most likely measurement error; 4) nuclear physics; 5) calculation of complex integrals, etc.
[4-7]; 6) modelling of the joint distribution of several correlated quantities with an arbitrary distribution law [8].
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Problem definition. When measuring any quantities, there is always a measurement error that
depends on the error of measuring devices and random values. Therefore, it is always necessary to know
Uo what kind of error it is and what is the probability that the error will

w — measurement in the electrical network, which consists of a current
transformer 7C, a voltage transformer 77 and a power meter W
(Fig. 1). Moreover, the process can be complicated if current and
Fig. 1 voltage fluctuations in the network are taken into account.

Suppose that each of the devices measures a value with a
relative error that does not depend on the errors of other devices, and then we can write:

U=K, Uy-(1te); I1=K;-1I)-(1te,), (N
where U, [ are the output voltage and current, respectively; Uy, [, are the input values of voltage and current,
respectively; K, K; are the voltage and current transformation coefficients, respectively; e, e, are the relative
errors in voltage and current, respectively.

Then for power:

U
—» TV take one or another value.
| P As an example, consider the diagram of power
Io / |

P=U-I-(Ite;) =P, -(1te)-(1£ey)-(1+e;), ()
where P is the output power; Pi=K, -U,-K; -1, is the basic power; e; is the relative error of the counter

(power meter).

It follows from (2) that the value of the total error has a complex nature, so the question arises: how
to estimate the range of power change?

It is possible to estimate the range of power change by choosing the "worst" or "best" parameter
values. But, firstly, it is not always known which combination of parameters will be the "worst" and which
will be the "best"; secondly, such an estimate may be significantly overestimated, because it is unlikely that
all parameters will be the "worst" or "best" at the same time [2-4].

In this connection, the questions arise: 1) what will be the maximum possible value of the error? 2)
what is the most likely error and what is the probability of getting it? 3) what will be the value of the error if
the probability of its occurrence is given? 4) how much will the error change from the value of the
probability of its occurrence?

The answers to all these questions can be obtained using the Monte Carlo method, which allows to
model any process that is affected by random variables.

The goal of the article and task of the research. The goal of the article is to substantiate the
technique of calculating the error of the measuring system (see Fig. 1) by the Monte Carlo method. The task
of the research is to calculate the error of the measuring system using the Monte Carlo method, to identify
the nature of the distribution of errors and to calculate the value of the error depending on the probability of
its occurrence.

The scientific novelty of the work consists in obtaining new useful research results that allow more
accurate calculation of the error at the output of several measuring devices, if the error is distributed
according to the normal law.

Calculations carried out, results obtained and their analysis. Let us assume that all the studied
parameters (e, e;, e3) are random variables. It is impossible to analytically calculate the distribution of these
values. It is also difficult to do this in practice: for this we need to examine a large batch of finished products.

Therefore, for the application of the Monte Carlo method, we assume that the measured power is a
random variable, and the errors are distributed according to the normal law with a mean value (mathematical
expectation) of 0 and a variance equal to

c,=e /3, 3)
where o; is the variance; i=1,..,3.

Formula (3) is based on the central limit theorem [2-5], which states that under fairly general
conditions, the distribution of a random variable with a sufficiently large number of tests approaches the law
of normal distribution.

In practice, this means the following: with a normal distribution of a random variable in one test, it is
practically impossible to get an error value greater than 3-o; =¢; .

Without losing the generality of the calculation, we assume that the base power K,-U,-K;-1,is
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equal to one. That is
P=K, U, K,-1I,=1. 4

Then the algorithm for calculating the possible error will be as follows:

1) we determine the number of test V;

2) we calculate with the help of a random number generator three independent random variables
subject to the normal distribution law vi, y2, 723

3) we calculate the errors %-71 ,%2-7/2 ,%3~}/3 ;

4) we calculate the power (2);

5) if the process is not finished, go to item 2; if it is finished, the end.

The generator calculates random numbers subject to the normal distribution law based on the
equation for which the mathematical expectation is zero and the variance is one:

g 7
@my " [e? di=y. 5)

The results of calculations for N=50000, ¢;/=0.1, where i=1, 2, 3.

From calculations were made using MAPLE code, it follows that the values fluctuate with respect to
the mathematical expectation of power, which is equal to one, and the maximum estimated deviations are
0.78 and 1.26 (relative values minus 0.22 and 0.26). The maximum theoretical deviation can reach the value
+0.331. That is, even for a very large number of tests (50,000), the error does not reach its maximum value.

It also follows that even with a large number of tests, the error of the measuring system (if it is
distributed according to the normal law) is less than the predicted error (maximum error is 0.331, root mean
square error is 0.173). From the analysis of data obtained (1 is the base value) it also follows that the smallest
error of 0.173 is improbable.

€y = (14 €

)-(+eg,,,.) Q+e;,, )—-1=0331

Imax 2 max

(6)

_ 2 2 2 _
8(5 - \/Slmax + 8Zmax +83max - 0173’

where where ¢;

rmax

is the maximum possible relative error of each of the three measuring devices (in the

article, according to the conditions of the formulated problem, it is equal to 0.1); &, is the maximum

max

possible relative error; &, is the relative root mean square error.

In this connection, the question arises: "What will be the value of the error, if the probability of its
occurrence is given?"
To solve this issue, a computer code was developed, the algorithm of which is given below.
Calculation algorithm:
1) we set the initial error value and the required probability value;
2) we set the initial power interval (initial error);
3) we count the number of

P/ probability | 0.9 092 1094 1096 | 098 | 099 |0.995 | random hits in the specified power

&/ error 0.08 10.09 |01 ]0.11 ]0.13 |0.14 | 0.16 interval ratio to the total number of tests;
4) if the calculated hit probability is greater than the predetermined one, then the calculation is
ey o finished;
] 5) if not, then we set a new power interval, increase the
0154 initial value of the error and go to item 2.
n_.q: The calculation results are shown in Table and in Fig. 2

in the form of a graph of the dependence of the value of the
] measurement error on the given value of the probability of its
'y occurrence.

From Fig. 2, we can draw a conclusion: with given
probability p=0.95, the error value can be assumed to be three

0,134

0L+

0o ] times smaller (0.1) than the maximum possible error (0.331),
1o ] which significantly increases the accuracy of the obtained
" p results.

1105
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Finally, it should be noted that if we assume that the
errors are uniformly distributed over the interval, then in this

Fig. 2
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case, with probability equal to p=0.95, the error value will be 0.17, which is 1.7 times greater than for the
law of normal distribution.

Conclusions.

1. A technique for calculating the error of the measuring system using the Monte Carlo method,
which, using a fairly simple algorithm, allows to estimate the errors of complex measuring systems with high
accuracy is substantiated.

2. Using a random number generator, it is possible to get the error distribution depending on the
number of measurements and estimate the real error ranges.

3. The value of the measurement error depends on the value of the given probability of its occurrence
and at probability of its occurrence p=0.95 it is three times smaller than the maximum possible one (with the
normal law of its distribution).

4. The value of the error at given probability of its occurrence depends on the law of its distribution.
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€.1. Baiina, noxT. Texs. Hayk, M.I'. [lanTeanT, kana. ¢i3.-Mart. HayK

Haunionaabuuii TexHiuyHUI yHiBepenTeT «XapKiBchbKUI MOTITEeXHIYHMIA IHCTHTYTY,
ByJa. Kupnunuosa, 2, 61002, XapkiB, Ykpaina.

E-mail: baida.kpi@gmail.com; m150462@yahoo.com.

Y cmammi poszenadaemuvca memoo Moume Kapno ax 00uH 3 MONCIUBUX MemMOOi8 PO3PAXYHKY NOXUOKU SUMIDIOBANbHOT
cucmemu, SIKA CKIAOAEMbCSL 3 OEKLIbKOX eleMEHMIG, KOJCeH 3 SIKUX GUMIDIOE OesKY GelUYUHY 31 CBOEH) HE3ANeNCHOIO
noxubxo. 3a80aKuU c60IM 0COOIUBOCIAM MEMOO MOdCe OBYMU NOULUPEHO HA MOOETIO8aHHS 0)0b K020 Npoyecy, Ha KUl
BNIUBAIOMb  GUNAOKOSI Geauduny. I[Ipocmoma 3acmocyeants ma ancopummy PO3PAXYHKY O0A€ MONCIUBICIb Ne2KO
Po3paxyeamu CymapHy noxuOKy cucmemu ma UMOGIpHICMb i NOA6U, YHUKAIOUU NPU YbOMY 3A6ULEHUX Md MATO
tmosiprux 3nauenv. ObIpynmosano sacmocyeanns memody Moume Kapno 0na po3paxyHky noxXubKu GUMIp6anbHol
cucmemu, 8UBNIEHO XApaKmep Po3nooiny NOXUOOK ma pO3PAX06AHO 3HAYEHHS NOXUOKU 6 3ANe)HCHOCI 8i0 UMOBIPHOCI iT
nosisu. Ilokaszano, wo 3 umosipricmio 0,95 cymapry noxuOKy cucmemu MOJICHA NPUUHAMU 6 3 pa3u MEHULOK, HIHC
MAaKcumManbHo moxcausa noxuoxa. biomn. 8, puc. 2, tadm. 1.

Knrouosi cnosa: meron Monte-Kapiio, 004rCIIeHHS ITOXHOKH CHCTEMH.
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