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Access of photovoltaic system (PVS) to distribution network impacts voltage and power losses and also other related
parameters. In order to make full use of the advantages of PVS and determine its optimal location and capacity, an op-
timal allocation’s method for grid-connected PVS is proposed in this paper. This method takes the active power losses
minimization as the optimization goal, divides the distribution feeder system into several paths to determine the path
priority to install PVS according to active power load moment (APLM). The allowable maximum and minimum active
power of grid-connected PVS for each bus are calculated via voltage sensitivity. The improved artificial bee colony
(IABC) algorithm that selects initial solution by using path priority and active power restrictions of grid-connected PVS
is applied to achieve the optimal allocation of PVSs. This method was examined with IEEE 33-bus feeder system, and
the optimal locations and capacities for different numbers of grid-connected PVSs are determined. The results obtained
by the proposed IABC algorithm were compared with the results obtained by the artificial bee colony (ABC) algorithm
and particle swarm optimization and those attained via other methods. The results show that the proposed method is
feasible and effective. References 11, figures 7, tables 4.
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1. Introduction. With the global depletion of fossil fuels and the worsening of the climate, one of
the methods to satisfy the growing power needs of mankind is to generate electricity by using clean energy.
In recent years, photovoltaic system (PVS) has been developing rapidly, the related technology is maturing.

However, the connection of PVS to the distribution system changes the power flow, unreasonable
access location and capacity of PVS may bring about power losses increasing and voltage violation. So it is
of concern to select optimal location and capacity of grid-connected PVS [1, 2]. For the past few years, many
research methods have emerged for optimal deployment of the distributed generation (DG) in distribution
network. Some researchers divide the optimal problem into two sub-optimization problems including deter-
mining the optimal location and optimal capacity of DG-units. In article [3], the novel, combined losses sen-
sitivity, index vector, and voltage sensitivity index methods for optimal location of DG in a distribution net-
work are compared, the optimal DG capacity of the optimal bus location is selected when losses reduction is
maximum. It concludes that modified novel method and combined power losses sensitivity are giving overall
better results for the test systems. In work [4], the power losses reduction and voltage profile improvement
are the goal, and as shown the power rating of DGs should be approximately 2/3 capacity of the incoming
generation at approximately 2/3 length of the line, and the proposed approach is tested on IEEE 33-bus and
IEEE 69-bus systems. As known, the optimization issues of PVSs’ locations and capacities are closely re-
lated, if we study these two problems separately, it may result to dense inserting locations that is not sensible.
There are many other ways to optimize the deployment of DG, such as intelligent optimization methods
which solve the two problems at the same time. In paper [5], the particle swarm optimization (PSO) is used
to determine the global optimum capacity of the DG sources at the predicted locations in order to minimize
network losses and improve voltage quality. In article [6], the ant colony algorithm is presented for optimal
placement and capacity of DGs in radial distribution networks for the purpose of cost minimization. In paper
[7], the objective is to minimize total system power losses and improve bus voltage profile, the exponential
inertia weight particle swarm optimization (EIPSO) is proposed to determine the optimal location and the
capacity of DG, the result showed that the EIPSO is better than artificial immune system (AIS). The above-
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mentioned intelligent optimization algorithms are characterized by a large amount of computation, a long
running time of the program, more parameters needed to be set, and slower convergence rate.

In this paper, based on improved artificial bee colony algorithm, a new optimization approach is pro-
posed to determine the optimal PVSs’ locations and capacities to minimize active power losses of the distri-
bution network and to improve voltage quality. The path priority and voltage sensitivity are utilized in the
improved algorithm. The IEEE 33-bus feeder system is examined. The algorithm is compared with other
methods to verify its efficiency.

2. Priority-ordered path. Firstly, the distribution feeder system as shown in Fig. 1 is divided into
several paths based on network structure. In Fig.1, the bus number is represented by 1, 2...33, and the branch
number is represented by (1), (2), ... (32), so bus k+1 is the ending bus of the branch k. The 33-bus feeder

system is divided into four paths, path 1 includes bus 1-2-...-18 , path 2 includes bus 1-2, 19-20-21-22 ,
path 3 includes bus 1-2-3, 23-24-25, path 4 includes bus 1-2-...6, 26-27-28-...-33 , as shown in Fig. 1 (Path
division of IEEE 33-bus feeder system). In order to make the locations of grid-connected PVSs in a heavy
load area but not too concentrated, and to reduce effectively the power losses, “a method of active power
load moment” is proposed to determine the priority of the path. As known, the active power load moment
(APLM) is the product of the active power load and the length of line and the line resistance increases with
its length. So, the APLM of per bus is defined as:

T.()=R,P, . (1)
where R is the sum of all branch resistances on the shortest path from bus i to power bus, corresponds to the

arm of force; P, is the active power load at bus i, corresponds to force.
The APLM of the pathj equals the sum of the APLM of each bus on the path j,which is defined as:

H=> T(). )
iepath j
The APLM of the distribution network is defined as:
H=)H,, 3)
j=1

where 7 is the number of paths, i.e.
H  is sorted in descending order, and then named as the first level path, the second level ... the j-th

level path separately. The priority-ordered paths are used to determine the path priority of grid-connected
PVS s’ locations. If a single PVS is installed, it will be located at one of the buses in the first level path. If
two PVSs are installed, they will be at the buses in the first level path and the second level path, respectively

H
and so on. If # is smallest and H < —, the j-th level path will not be the candidate path to install PVS.
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3. Problem formulation.
3.1. Objective function. The objective function to minimize active power losses in the distribution
network is defined as:
. F P'z n 2
min f(‘X:Y) = Plasx = Z ‘ 'ZQk Rk
k=1 k+1

where X=[x1, x2...] are the locations of grid-connected PVSs; Y=[yl, y2...] are the capacities of grid-

; “4)

connected PVSs; P, are the total active power losses; P, and Q, are the active and reactive power flow at
the end of the branch £ after the PVS is installed at bus k+1, respectively. In each branch, the reference direc-
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tion of power flow is from the bus with a small number to the bus with a large number. U, is the bus volt-

age of bus k+1 after installation of PVS at bus k+1. R, is the line resistance connecting bus k and bus k+1(in

k-branch), F'is the number of branches in the distribution network.
3.2. Constraints.
Since PVS mainly generates active power, power factor of PVS is set to 1 in this paper. So the value

of PVS’s capacity is equal to the amount of grid-connected PVS’s active power. So the “P,_” which is active
power of grid-connected PVS is directly used to indicate the capacity of PVS.

P+ Py-D>P-P,, =0, (%)
0,-2.0,-0,.=0, (6)
vu.<u=<u,_ ., (7
D Poo <D P ()
Prgimin < Pogi < P » )

where P, and Q, are the active power and reactive power transmitted from the upper level grid after the

PVS is installed in the distribution network, respectively, namely the power flow at the head of branch 1, as

shown in Fig.1; ZPL and ZQL are total active power load and reactive power load, respectively; O, = are
F

‘2 2
the total reactive power losses and 0, = ZMX ,» where X is the line reactance connecting bus k and

k=1 k+1

bus k+1 (in k-branch); U,, U,

imin

and U, are the bus voltage, minimum voltage and maximum voltage at bus

i, respectively; ZPDG is the total active power of PVSs that will be installed in the distribution network;
ZPDG o 18 the maximum total active power of PVSs that will be installed in the distribution network; P, is

the active power of PVS that will be installed at bus i in the distribution network; P and P are the

DGi max DGi min
maximum and minimum active power restrictions of PVS that will be installed at bus i in the distribution
network, respectively.

3.3. Grid-connected PVS’s active power restrictions of each bus. In order to ensure the buses
voltage quality when PVSs are installed in the distribution network, the voltage sensitivity [8]is used to cal-
culate the maximum and minimum active power of PVS at each bus. Take the system of Fig. 1 as an example.

The voltage drop in branch k before installing PVS at bus k+1 is as follows:

PR +0.X
AU, =U -U, = ER+OQX, (10)
Uk+1
The voltage drop in branch £ after installing PVS at bus k+1 is as follows:
.. . PR+0OX
AUszk—UkH:%Q’“’“ : (11)

k+1

where U, and U,

ol .., are the bus voltage at bus k+1 before and after installing PVS, respectively; P, and O,
are the active power and reactive power at the end (k+1) of the k-branch before installing PVS at the bus
k+1, respectively. The voltage drop’s deviation of branch & before and after installing PVS at bus £+1 is as

OAU. OAU, R X R R
: AF, + ‘ AQ, = ‘ AF, + ‘ AQ, = ‘ AF, ~ ‘ PDGGc+1) (12)
aPk an Uk+1 Uk+1 Uk+1 Uk+1

b

follows: AU, — AU, = A(AU,) =

where AP, is the active power deviation at the end (k+1) of the k-branch before and after installing PVS at
bus k+1, approximately equals the value of P, ., ; AQ, is the reactive power deviation at the end (k+1) of

the k-branch before and after installing PVS at bus k+1, approximately equals 0.
The voltage deviation of bus k+1 before and after installing PVS at bus £+1 is as follows:
k

k
\ . R
5Uk+1=z AAU)=U,-U,,)-(U, - Uk+1) =U,—U, = ZU_IP (13)

DG(k+1)°
i=1 i=l1 i+l
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k oU oU,..
Sk — Z_ P — (k+1) max P — (k+1) min (14, 15, 16)

i
DG (k+1)max DG (k+D min
i=1 Ui+1 Sk k
) ) )

where S, is the voltage sensitivity of bus k+1; oU, is the difference between the maximum allowable

(k+1)max

voltage (the maximum allowable voltage of bus 1) and the initial voltage of bus k+1; 6U, is the differ-

k+1)min
ence between the minimum allowable voltage and the initial voltage of bus £+1; the initial voltage of each
bus is calculated based on the power flow of the distribution network when no PVS is connected; the maxi-
mum and minimum allowable voltage of each bus are determined according to the requirements of different
distribution networks for bus voltage.

4. Improved artificial bee colony (IABC) algorithm.

4.1. Artificial bee colony (ABC) algorithm. Artificial bee colony (ABC) algorithm is a metaheu-
ristic optimization algorithm proposed by Karaboga in 2005 to simulate the behavior of the bees when they
search for the best food source (solution) [9]. The colony of artificial bees consists of three groups of bees:
employed foragers (EF) or employed bees, onlookers, scouts. EF and onlookers each account for half of the
total number of bees. EF are responsible for searching for food sources and recruiting bees. In each cycle, EF
search for new food source in neighborhood according to

V=X, +a(X, - X,),i#k 17

b

where X is the j-th parameter of the solution X, V, is a new solution. The multiplier « is the random

)
number between [—1, 1]. By testing a nectar amount (fitness value), a bee memorizes a new position and for-
gets the old one if a nectar amount of a new position is higher than the previous one. This behavior is called
"greedy-selection”. Onlookers are waiting in the dance area of the hive. They watch various dance of the EF,
then choose a good source to follow according to the probability value ( £). P is the follow probability of the

i-th onlooker calculated as follows:

P= (ﬁtness(i))(fﬁtness(i)j

where fitness(i) is the fitness value of solution i, NP is the total number of food sources (solutions). Then,

-1
H

(18)

the onlooker becomes an employed bee to search for the food sources in the neighborhood. If the food source
position is tested for over limited times and no better solution is found, the EF or onlookers will abandon the
current position and turn to be scout bees to avoid exhausting of the food source. The food source that has
the best fitness value is the best solution in this cycle. Iterating one by one until the number of iterations
reaches maxCycle, then the global optimal solution is output [10, 11].

4.2. The optimization method based on the IABC algorithm.

4.2.1. Initialize the populations (solutions) based on the path priority. In ABC algorithm, the ini-
tial populations are generated randomly. In order to improve the convergence rate, initial populations are
generated according to the path priority and active power restrictions in this paper. The number of food
sources (solutions, called Z) is NP. Z=[X,Y], where X is the location variables’ vector determined according
to aforementioned path priority, X=[x;, x; ... x,], Y is the capacity variables’ vector determined by P

DGi max

and P

> s Y=[y,y:...yn]. Each solution is a D-dimensional vector, D = 2m, m is the number of grid-
connected PVSs in the distribution network.

4.2.2. Global guidance based cross search mechanism. Although ABC algorithm has a strong
neighborhood search capability, the global optimal solution does not participate in the algorithm process, so
the algorithm development ability is poor and easily falls into the local optimal solution. This paper refers to
the idea of global optimal solution’s guidance in particle swarm optimization algorithm (PSO) [5] and the
idea of binary crossover in genetic algorithm. After EF searching in the neighborhood, whose new solution is
used to cross with the global optimal value to improve the algorithm’s development ability, the following
expression verifies that;

=% 1
X/GI()I)a[ +ﬂ(X/GInbal _Xl./.) Otherwise ( 9)
where rand is the random value uniformly distributed between 0 and 1, § is the random value between —1
and 1. As shown in article [9], increasing the value of the coefficient cr is helpful for enhancing the algo-

- {X,. rand < cr
ij
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rithm's ability to develop and reducing the value of cr is advantageous for enhancing the algorithm’s search-
ing ability, so cr equals 0.6.

During the iteration process, the new solution is guided to the global optimal solution which is help-
ful to improve the algorithm’s searching ability and convergence rate.

4.2.3. Scout bees update strategy. In ABC algorithm, scout bees choosing new food source posi-
tions are randomly, so the fitness value of new food source has no advantage than the nectar source that has
evolved many times. Consequently, it may cause multiple useless explorations.

In the proposed IABC algorithm, during the scouts searching period of each iteration, firstly, N ini-
tial solutions are randomly selected from the initial populations, and then PSO algorithm is applied to opti-
mize the N solutions. In the PSO algorithm process, the number of iterations is set randomly and the optimal
solution of each iteration is stored and sorted, and then the solution with the highest fitness is returned to be
the new food source position of the scout bee.

4.3. The solution steps of the IABC algorithm for PVSs’ allocation. 1) Initialization. Input the ini-
tial information of the network, set the total number of bees (solutions): NP, the maximum number of itera-
tions: maxCycle, the threshold: Limit, food source dimension: D, the number of iterations: inter = 0. The
number of EF is NP/2 which equals the number of onlookers. Initialize the food source positions Z (solution
or population) through the path priority and active power constraints.

2) Calculating the initial optimal solution. Calling the flow program to calculate the fitness of each
nectar: fitness = Ploss, sorting, then determine the current optimal nectar. Initialize flag vector: trail (i) = 0
which is used to record the times of bees’ staying in the same position.

3) Food source updating. Each employed bee searches for the neighbour solution by using (17), then
the solution is used to cross with the global optimal value by using (19) to select a new solution according to
the greedy-selection. If the solution doesn’t change, change the value of trail(i) as follows: trail(i)=
trail(i)+1; each onlooker determines which employed bee to follow by using (18) and then turns to be an
employed bee, and then produces a new solution by (17) and crosses with global optimal solution by (19),
then selects a better solution by greedy-selection, then updates the value of trail(i). If the value of trail(i)
reaches Limit times, in other words, if the food source doesn’t update after being searched for Limit times,
the employed bee turns to be a scout bee. The scout bee selects a new food source position returned by PSO
algorithm as the aforementioned update strategy of scout bees.

4) Record the best food source found by all bees at present; this is the current global optimal solu-
tion. Then inter = inter + 1 and the next iteration is carrying on. If inter > maxCycle, then stop the calculation
and output the global optimal solution; else follow step3).

5. Result and discussion.

The IEEE 33-bus radial distribution system is examined to test the validity of the optimization ideas
and algorithms proposed in this paper. The distribution network diagram is shown in Fig. 1. At the head bus
of the line in the system, the voltage amplitude is 12.66 kV and the voltage phase is 0. Total active power
load is 3715 kW and total reactive power load is 2300 kVar. Total active power losses are equal to 202.688
kW and total reactive power losses are equal to 135.611 kVar.

5.1. Priority-ordered path. According to the priority-ordered path determination method proposed
above, the APLM of each path are calculated for determination of path priority. The results are shown in Ta-
ble 1 (APLM of different paths in IEEE33-bus feeder system). The APLM of the feeder system: H =
14017.363. The APLM of the path 2 is smallest and less than H/4, so it will not be regarded as the priority
path to install PVSs.

Table 1 5.2. Grid-connected PVSs’ active
Path Buses APLM Path priority power restrictions: 2. and P .
1 (1,2,3...18) 6606.13 the first level p__and P__ shown in Fig. 2 (Allow-
2 (1,2,19,20,21,22) 645.097 the fourth level able maximum and minimum active
3 (1,2,3,23,23,24,25) 2156.38 the third level power of PVS for each bus) are the al-
4 (1,2...6,26,27,28...33) 5056.917 the second level ~ Jowable maximum and minimum active

power of PVS at each bus calculated by
the aforementioned method of voltage sensitivity. The voltage sensitivity of each bus is shown in Fig. 3.
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5.3. Optimization results. The PSO algorithm, ABC algorithm and IABC algorithm are utilized in
33-bus feeder system to deploy PVS optimally. Three cases are tested including one, two and three PVSs
installed in the 33-bus feeder system. The optimization results of each algorithm are obtained after carrying

out 15 independent runs.

5.3.1. Optimal allocation of one grid-connected PVS. The optimization results of PSO, ABC and
IABC algorithm are compared with that obtained using other methods [3], shown in Table 2 (Results of op-
timization by different kinds of algorithm for one grid-connected PVS).

107.5

PSO

IABC ||

As shown in Table 2, the optimal location of PVS is
bus 6 by using the novel method [3] and bus 8 by using the
combined power losses sensitivity method [3]. Appling the

1
1
1
1
s I'. PSO, ABC and IABC algorithm, the optimal placement of
o o %l PVS are all at bus 7 (at the end of branch 6). Installing the
@ | PVS at bus 7 has larger reactive power losses reduction. Bus
E; 1065114 7 is a member of the aforementioned first level path. In con-
2 '|| trast, the IABC algorithm has the shortest calculation time
Z \ and the least number of parameters to be set. As shown in
< 1055 Fig. 4 (Convergence characteristics of different algorithms
for one grid-connected PVS), the convergence rate of ABC
105 L N N ST e s algorithm is slower than PSO algorithm and the IABC algo-
0 20 rations 0 % rithm’s convergence rate is fastest.
Fig.4
Table 2
Novel Combined power
Method method® N lpsses PSO ABC IABC
sensitivity method"”
N=30;
MaxDT=50; NP=30; NP=30;
Setting — — c1=1.4962; maxCycle=50;  maxCycle=50;
c2=1.4962; Limit=5; Limit=10;
w=0.7298
Optimal location (bus) 6 8 7 7 7
Optimal (El‘fvt\‘,;e POWEL 24948 1800 2441.432 2447.34286 2440.967
1oss£cr2§3<§?grvle(rkW) 47.32% 44.01% 48.20% 48.20% 48.20%
Time (s) — — 15.733 15.8552 13.391

5.3.2 Optimal allocation of two grid-connected PVSs. The optimization results of PSO and IABC
algorithm are compared with that obtained using another method [4], shown in Table 3 (Results of optimiza-
tion by different kinds of algorithms for two grid-connected PVSs).

As shown in Table 3, the optimal positions of PV Ss are bus 6 and bus 18 which are in the same level
path by using the method [4]. Appling the PSO and IABC algorithm, the optimal placements of PVSs are bus
13 and bus 30 which are in the first level and second level path, respectively. The PVSs’ locations in the pri-
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ority-ordered path that the paper proposed have more active power losses reduction and less calculation time.
As shown in Fig. 5 (Convergence characteristics of different algorithms for two grid-connected PVSs), IABC
algorithm’s convergence rate is faster than for PSO algorithm.

5.3.3 Optimal alloca-

Table 3
tion of three grid-connected
Method [4] PSO IABC PVSs.
N=30; Three PVSs are installed
. MaxDT=100; NP=30; optimally in the system by
Setting — c1=1.4962; maxCycle=100; .
2-1.4962. Limit=5: PSO and IABC algo.rlthm.
w=0.7298: glhe:?ls{ultsl?re t§ho§[}yn in tTa-
' i e esults of optimization
Optlm(?)lulso)canon 6,18 13,30 13,30 by different kinds of algo-
Optimal active power (kW) 2138495 841.733,1076.572  845.529,1158.053  rithms  for  three  grid-
Total active power (kW) 2633 1918.305 2003.582 ConneTCﬁed P Vtss)~1 o
~ e optimal locations
Active power in the first level path), bus
losses’relziuction 33.35% 37.40% >7.60% 18 (in the first level path),
Time (s) — 31.289 20.01 and bus 28 (in the fourth lev-
% el path). By using PSO and
::;\SBOC IABC algorithm to deploy three PVSs in distribution network,
94 1 the locations are bus 14, bus 24 and bus 30 which are in the
s first level, the second level and the third level path, respec-
32 tively. The reduction rate of active power losses is 57.08%,
g o 64.66% and 64.74%, respectively. So the proposed IABC algo-
g rithm has more active power losses reduction. The run time of
;‘, o8 IABC algorithm is less than PSO algorithm.
3 As shown in Fig. 6 (Convergence characteristics of differ-
86 ent algorithms for three grid-connected PVSs), IABC algo-
rithm’s convergence rate is faster than for PSO algorithm.
84 Zb 4‘0 éO 8‘0 100
Iterations 95
Fig. 5 PSO
IABC
Table 4 ¢
Method [4] PSO IABC i N
c1=1.4962; 8
MaxDT=150; NP=30; :
Setting — c2=1.4962; maxCycle=150; ¢
w=0.7298; Limit=15; g
N=30; &
Optimal 6,1828 14,2430 14, 24, 30
location( bus) 7 e »T 0, 50 100 150
Optimal active 1972, 788.434, 753.971, Iterations
328, 1078.791, 1099.173, Fic.6
power(kW) 333 1046.701 1071329 8
Total active : ’ 5.4 Voltage profile. Voltage prgﬁles gf each
power(kW) 2633 2913.925 2924473 bus before and after deplo.ymg. different
Active power numbers of PVSs are shown in Fig. 7 (Bus
losses (KW) 90.24  71.625 71.467 voltage profile before and ?1&?; PVES' de-
Active power ploying). Without PVS installed in the sys-
losses reguction >7.08% - 64.66% 64.74% tem, voltage of multiple buses are lower than
Time(s) 55.23 46.1982 U . Nevertheless, after installing PVSs,

voltage of each bus increased. Furthermore, with more PVSs installed, the more voltage increased, and no

bus voltage is higher than U

i max

74

ISSN 1607-7970. Texn. enekmpoounamixa. 2019. Ne 5



1.02
1 = 6. Conclusion

098 4.2 : % 1) This paper presents a new optimization ap-
= o S N —e o PV proach to determine the optimal PVSs' locations and
é‘ 054 L N e capacities to minimize the total system’s active power
Foez W ——Two Puss losses and to improve voltage quality. In the approach,

o3 e | an improved artificial bee colony algorithm based on

048 priority-ordered path and voltage sensitivity was pro-

086wt it ot e posed. The new approach is validated by the IEEE 33-

PERERIECRS 13};:;: B bus feeder system. The results show that the proposed
: m

ethod cans determine the best location and capacity of PVS, minimize the power losses, improve the voltage
quality and speed up the optimization, and the parameter setting is simple and convenient.

2) The objective of this paper is just the active power losses minimization and voltage constraints, that is
why only the cases of one PVS, two PVSs and three PVSs installed in the distribution network are consid-
ered.

The optimization problems of multi-objective and high density of grid-connected PVSs will be studied
in the future by authors.
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ONTUMUBAIIMOHHBIN MOJAXO0J HA OCHOBE YJYYIIEHHOI'O HCKYCCTBEHHOI'O AJITOPUT-
MA KOJIOHMH IMYEJ JJIs1 ONPEAEJEHUA MECTOIIOJIOKEHHSA 1 MOIMHOCTHU ITPUCOE/IN-
HAEMBIX K CETU CUCTEM ®OTOBOJIbTAUKH

Wang Hui, Piao Zai-lin, Meng Xiao-fang, Guo Dan, Wang Jun

School of Information and Electrical Engineering, Shenyang Agricultural University,

Shenyang 110866, China.

Email: hui87912@163.com; piaozl@china.com

Hcnonvsosanue cucmemvt ghomosnekmpunecxou eenepayuu (COI) 6 pacnpedenumenvroli cemu eausiem Ha Hanpsoice-
HUe U nomepu MOWHOCMU, A MAKJCe HA Opyaue Ces3aHHble napamempul. /s mo2o umobsl 6 NOIHOU Mepe UCHOIb30-
samv npeumywecmea COI" u onpederums ee ONMUMALLHOE MECMONONIONCEHUE U MOUHOCMb, NPedazaemcs Memoo
onmumanbro2o pacnpedenetus npucoedunsiemvix k cemu COI. dmom memoo 6 kavecmee yeiu ONMUMU3AYUL UCHONb-
3yem MUHUMU3AYUIO NOMePb AKMUSHOU MOWHOCIU, PA30eisien CUCIEMY PACHPedeIumenbHbIX (Yuoepos Ha HECKObKO
nymeti, umobuvl onpedeiums npuopumemuocms nymu ot ycmanosku COI" 6 coomeemcmeuu ¢ MOMEHMOM AKMUGHOU
mowgHocmu Haepysku (MAMH). [Jonycmumeie makcumansuvle u munumanivHole mowpocmu COI 0ns kaxncoo wuHbl
PACCUUmMbIBarOmMes, UCNOAb3YSL YYECMBUMENTbHOCTL K HANPAICEHUIO. Y CO8epuleHCMBOBAHHBIN AN2OPUMM UCKYCCIMBEH-
Hou nuenunotl kononuu (AUIIK), komopulii ebibupaem HAYaIbHOE peuieHue ¢ UCNOIb308AHUEM NPUOPUINEMHOCIU NYMU
u oepanuuenuti mownpocmu COI, npumensemcs 0ns NOAYYEHUs ONMUMATbHO20 pacnpedenenuss COI. Omom memoo
ObL1 npogepen ¢ nomouvio cucmemvl udepog 33-yznoeou cxemwvl (IEEE 33-bus), u Oviiu onpedenenvi onmumansHvle
pacnonosicerue u mowpocmu COI" 0na pazruunozo koruvecmea npucoedunsemvix k cemu COI. Bvinonneno cpasnenue
Pe3VIbMamos, NOIYYEHHbIX ¢ NOMOWbI0 npednodicenno2o AUIIK, onmumusayueil posi wacmuy, a maxdice Opyeumu me-
moodamu. Pezyromamul nokaseiearom, 4mo npeoroANceHuvill cnocob ocywecmsum u d¢pgexmueen. buobn. 11, puc. 7,
Tab1I. 4.

Kniouesvie cnosa: horodnexTpuyueckas MOIIHOCTh, NPHOPUTETHOCTh ITyTH, MOMEHT aKTHBHOW MOIIHOCTH Harpy3KH,
YYBCTBUTEIBHOCTh K HAMPSDKEHUIO, aJITOPUTM UCKYCCTBEHHOM MUEINHOI KOJIOHUH.

VJIK 621.3

ONTUMDBAMIMHWI MIIXI] HA OCHOBI TOJIMIIEHOTO ITYYHOTO AJTOPUTMA KOJIOHII
BJIKL JUISI BASHAYEHHSI MICIS PO3TAITYBAHHS I MOTY KHOCTI, IO MIAKJIIOYACTHLCS 10
MEPEKI CHCTEM ®OTOBOJILTAIKHI

Wang Hui, Piao Zai-lin, Meng Xiao-fang, Guo Dan, Wang Jun

School of Information and Electrical Engineering, Shenyang Agricultural University,
Shenyang 110866, China.

Email: hui87912@163.com; piaozl@china.com

Bukopucmanns cucmemu omoenexkmpuunoi eenepayii (COI) 6 po3nodinvhiti mepedici enausac Ha HANPYICEHHS |
empamu NOMYHCHOCMI, a MAKO#C Ha iHWi noe'a3ani napamempu. [{na mozo wob noeHow0 Mipoio 8UKOPUCAMU nepesa-
eu COI' i gusnauumu ii onmumanbHe po3mMAauLy8anHs i NOMYHCHICINb, NPONOHYEMbCA MeMoO ONMUMATLHO20 PO3NOOLNLY
npueonanns 0o mepeaci COI. Ileit memoo 6 skocmi memu onmumizayii UKOPUCMOBYE MIHIMI3AYi0 8Mpam aKMueHoi
NOMYACHOCMI, PO30LISIE CUCMeMy PO3NOOLIbHUX (PI0epié Ha OeKIIbKa WSXI8, Wob GU3HAYUMU NPIOPUMEMHICIb ULIAXY
ona ycmarnosku C®OI” i0nogiono 00 momenmy akmueroi nomydxchocmi nasanmasicenns (MAITH). Jonycmumi makcu-
maneHi | minimanoui nomyscnocmi C@I 0151 KOAHCHOT WUHU PO3PAXOBYIOMBCS, GUKOPUCTOBYIOUU YYMIUBICIb 00 HANPY-
eu. Boockonanenuii anecopumm wmyunoi 60xconunoi xononii (ALIIBK), axui eubupae nowamrkoee piieHHs 3 UKOPUC-
manusam npiopumemnocmi wiaxy i oomedgxcenv nomyoicnocmi COI, 3acmocogycmubcst 0 OMPUMAHHA ONIMUMATLHOZ0
posznodiny COI. Ileti memoo nepegipenuii 3a donomozorw cucmemu Qioepie 33-eyznoeuii cxemu (IEEE 33-bus), makooic
oynu susnaueni onmumanvii posmautyéanus i nomyacnocmi COPI 0ns pisnoi Kinbkocmi NPUEOHYBAHUX OO0 MePenCi
CDI'. BukoHano nopieHsAHHA pe3yabmamis, OMpUMAHux 3a 00nomo2oio 3anpononosanozo AILIBK, onmumizayii porwo
YACMUHOK, a MAKOAC THUUX Memodig. Pe3yniomamu noxazyoms, wjo 3anponoHo8aHuti cnocio 30iticheHHull ma egpexmu-
enutl. biomn. 11, puc. 7, Tabm. 4.

Kntouogi cnosa: hotoenekTpuIHa MOTYKHICTh, TPIOPUTETHICTH MUISIXY, MOMEHT aKTHBHOI IMOTY>KHOCTI HABAaHTAKEHHS,
YYTJIMBICTH IO HATIPYTH, AITOPUTM IITYYHOI OJKOIIMHOT KOJIOHIT.
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